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Interpretálhatóság mérése?

• ideális esetben: valós személyektől jövő visszajelzés
• költséges

• kiértékelés minőségének számszerűśıtése, automatizált mérése
• metrikák definiálása
• nincs konszenzus
• dinamikusan változó terület: gyakran jelennek meg új modellek, új metrikák
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Szakirodalmi áttekintés - néhány metrika t́ıpus [4]

• 361 feldolgozott cikk a 2014 és 2020 közötti időszakból: magyarázható modellek

• 12 metrikát javasolnak a modellek által biztośıtott magyarázatok minőségi
kiértékelésére

• 3 kategória:
• tartalom: magyarázat hűségét és teljességét vizsgálja a magyarázott fekete doboz

modellhez képest
• megjeleńıtés: a magyarázat formátumával és elrendezésével foglalkozik
• felhasználó: a magyarázat felhasználóra gyakorolt hatását és a felhasználói igények

figyelembevételét vizsgálja
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Szakirodalmi áttekintés - néhány metrika t́ıpus [4]

Metrika t́ıpusa Metrika léırása
helyesség a magyarázat mennyire tükrözi hűen a

magyarázott fekete doboz modell működését
teljesség a magyarázat mekkora mértékben fedi le a

magyarázott fekete doboz viselkedését
konzisztencia mennyire következetes, determinisztikus a

magyarázat

Table: A magyarázat tartalmára vonatkozó metrikák
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helyesség a magyarázat mennyire tükrözi hűen a
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Szakirodalmi áttekintés - néhány metrika t́ıpus [4]

Metrika t́ıpusa Metrika léırása
tömörség a magyarázat mérete
kompoźıció a magyarázat megjeleńıtési formátuma

Table: A magyarázat megjeleńıtésére vonatkozó metrikák
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Szakirodalmi áttekintés - néhány metrika t́ıpus [4]

Metrika t́ıpusa Metrika léırása
kontextus mennyire releváns a magyarázat a felhasználó

és az igényei szempontjából
koherencia mennyire egyezik a magyarázat a korábbi

ismeretekkel

Table: A magyarázatnak a felhasználóra gyakorolt hatását mérő metrikák
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Protot́ıpusok konzisztenciája képosztályozó modellek esetében

• kiindulópont: [2] – protot́ıpusalapú
képosztályozó modellekre (pl. ProtoPNet
[1]) vezettek be interpretálhatósági
metrikákat

• protot́ıpusok konzisztenciájának mérése:
egy adott protot́ıpus különböző képek
esetében mennyire következetesen
aktiválódik az objektumok ugyanazon
részeiben (pl. madár csőre)?
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Protot́ıpusok konzisztenciája képosztályozó modellek esetében - ProtoPNet
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Koncepciók konzisztenciája képszegmentáló modell esetében

• a bemutatott metrika adaptálása
szegmentálásra

• felhasznált adathalmaz:
Cityscapes-Panoptic-Parts [3]

• a Cityscapes adathalmaz kibőv́ıtett
változata: szemantikus osztályokon belül
be vannak jelölve a különböző objektumok
részei is, pl:

• személyek törzse, feje, karja, lába
• autók kereke, szélvédője, rendszámtáblája
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Koncepciók konzisztenciája képszegmentáló modell esetében



Motiváció Interpretálhatóság mérése Képszegmentálási modell interpretálhatósága

Előzetes eredmények

küszöbérték konzisztens koncepciók száma
0.6 107/256
0.7 82/256
0.8 7/256

Table: A szegmentáló modell konzisztens koncepcióinak száma különböző küszöbértékek
esetében, a Cityscapes adathalmazon, 0.64-es tańıtási mIoU érték esetében
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További lépések

• további metrikák definiálása

• metrikák lemérése a ProtoSeg modellre is, összehasonĺıtás

• egyéb adathalmazok (pl. Pascal VOC)
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Köszönöm a figyelmet!
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